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India: visible and invisible censorship

I find it a useful thought experiment to think of the number of Indians who have published in a newspaper or have had their voice or image broadcast over radio or television since India’s independence in 1947, and to compare that with the number of Indians who have published on the Web since 1995, when India’s first public-access Internet service provider started functioning. The latter number is surely larger. The Internet, as anyone who has ever experienced the wonder of going online would know, is a very different communications platform from any that has existed before. The medium enables those who have access to it an unprecedented ability to directly share their thoughts with millions of others in an instant, even while it replicates many of the inequities of other media.

The various kinds of state, corporate, and societal regulations and impositions that existed in pre-digital times continue to exist, albeit they have changed, though not necessarily for better. In this chapter, I hope to show the regulatory architecture of digital censorship in India. In particular, through the examples of the Intermediary Guidelines Rules, the ham-handed curbs on SMS and web pages in August 2012, arrests under the IT Act, and websites blocked under copyright enforcement, I shall make the argument that the most important safeguard against censorship is visibility and that we are fast losing that feature. The examples I explore shall demonstrate that public reaction to a censorship law depends less on how damaging it is (seen as how much speech can be curbed without sufficient justification and due process of law) and more on how direct it is and how visible it is.


Brief Chronology of Direct State Censorship of the Internet in India

India has had censorship of the Internet since the middle of the nineteen nineties.1 At that time the only way of accessing the Internet was through Videsh Sanchar Nigam Limited (VSNL), the state monopoly internet service provider (ISP). During this period, access to websites of certain voice-over-IP (VoIP) providers (like Vocaltec, Net2Phone, etc.) was blocked alongside VoIP itself, leading to the first case filed on Internet censorship in Indian courts, in 1998.2 VSNL argued that it had the authority to block access to regulate Internet telephony and block access to VoIP provider websites under the Indian Telegraph Act, 1885.3 It is unclear what statutory powers it was using to block access to the website of the hacker collective Cult of the Dead Cow in 1998,4 or to block access to the website of one of Pakistan’s leading newspapers, Dawn, during the Kargil war between Pakistan and India in 1999,5 even though it denied having taken such an action.6 In 2000, while a VSNL employee initially admitted having blocked e-mails from and to the ‘Middle East Socialist Network’ (MESN) mailing list,7 in an affidavit to the court in the Arun Mehta case, VSNL denied ever having blocked access to the eGroups.com website (which hosted the archives of the MESN list), but noted that “in view of the problem of spamming on the internet, temporarily the e-mail operations of egroups.com was stopped,” and later restored.8

Since 2000, the licence — provided under the Indian Telegraph Act — that ISPs in India must enter into to provide Internet services includes clauses that require the ISP to take measures to prevent “objectionable” content and “anti-national activities”,9 and take down websites that unspecified “enforcement agencies” ask them to remove.10 The Indian Telegraph Act is still in force, and it is still unclear what provision in it empowers the government to block websites.


Information Technology Act and After

In 2000, the Information Technology Act (IT Act) was passed, primarily being a law derived from the UNCITRAL Model Law on Electronic Commerce. While it contained a provision criminalizing the electronic publication of obscene materials,11 it did not provide the government the power to block websites for obscenity, or for any other reason.12 However, in 2003, the Department of Information Technology issued an executive order, citing powers under section 67 (the provision on obscenity) and section 87 (the provision on subordinate legislation), empowering the newly-created Indian Computer Emergency Response Team (CERT-In)13 to block websites,14 even though the statute itself didn’t provide the government any such powers. Extraordinarily, the Indian government accepted as much in another gazette notification, that soon followed:

As already noted there is no explicit provision in the IT Act, 2000, for blocking of websites. In fact, blocking is taken to amount to censorship. Such blocking can be challenged if it amounts to restriction of freedom of speech and expression. But websites promoting hate content, slander or defamation of others, promoting gambling, promoting racism, violence and terrorism and other such material, in addition to promoting pornography, including child pornography, and violent sex can reasonably be blocked since all such websites may not claim constitutional right of free speech. Blocking of such websites may be equated to “balanced flow of information” and not censorship.15

This presented a novel idea in Indian freedom of expression jurisprudence which has traditionally had an expansive view on what constitutes speech,16 but then has at times been equally expansionary as to what kind of speech may be rightfully restricted.17 This interpretation by the Department of Information Technology seems to indicate that there are some speech that may not count as speech itself, rather than as speech that may rightfully be restricted. Given this, they state that they do not need statutory powers to engage in blocking of websites, since blocking of websites of a certain sort does not amount to ‘blocking’. As per government, it is not a matter of rightfully restricting speech — for which to be constitutionally valid, they would need statutory authority — but instead, it is a matter of promoting a “balanced flow of information”18 — for which, seemingly, executive powers seem to suffice.

The first notable action subsequent to these notifications was when CERT-In ordered Yahoo and all Indian ISPs to block access to a mailing list with around 160 members called “Kynhun” on Yahoo Groups,19 which was being used by the Hynniewtrep National Liberation Council, a little-known proscribed separatist group from Meghalaya, to publish a newsletter called the Voice. According to one commentator, that newsletter contained articles on “how the corrupt government is building non-existent roads and public utilities (and swallowing money in the process), how this minority is being victimized and such.”20 Lacking the technical capabilities of blocking a single group, multiple ISPs blocked web access to all of Yahoo Groups instead. This made it possible to keep receiving mails from that mailing list (and other mailing lists on Yahoo Groups), but prevented all web access to Yahoo Groups. In a matter of a few weeks, the excessive blocking was rectified without any public statements by either the government or the ISPs that over-blocked.

In 2004, the U.S.-based right-wing website HinduUnity.org was blocked by Indian ISPs on orders of the Mumbai police, though at least one ISP apparently refused to, citing lack of legal authority in the Mumbai police to request such a ban.21 In 2001, it had been dropped by its American web host due to hate speech concerns.22 But none of these events gave rise to much mainstream media attention to Internet censorship. That happened for the first time in 2006, in the aftermath of train bombings in Mumbai, when the Department of Telecommunications issued orders to ISPs to block 17 domains and web pages.23 The timing gave rise to many rumours about the blocks having been occasioned by the bombings. However, by going through (the non-public) list one saw that the list included mostly obscure sites: a site arguing for Dalit separatism,24 a personal website of a right-leaning Indian American,25 little-known right-leaning American blogs which had nothing to do with India,26 a web-based SMS gateway service,27 and some domains that didn’t even exist on the day they were blocked,28 amongst others. The most notable website that was included in the list was HinduUnity.org (which, as noted earlier, had already been ordered to be blocked in 2004).29 Despite the lack of popularity or notability of those 17 sites, this secretive order was noticed by ordinary Web users because of a gigantic mistake.

Amongst the 17 sites ordered to be blocked were specific blogs and pages hosted on Blogspot.com, and Typepad.com. Instead of those particular blogs being blocked, all blogs and pages hosted on Blogspot.com, Typepad.com (and Geocities, inexplicably) were blocked. This resulted in the block being noticed by a large number of people, and garnering a larger amount of media coverage than in the past. However, the only response of the government to the media furore was that of pinning the blame on the ISPs for over-blocking,30 rather than seeking to justify the blocking of those 17 URLs, which contained perfectly legitimate websites that didn’t seem to prima facie violate any Indian laws.

The next time that these issues sprang into prominence of some sort was when the website of Savitha Bhabhi, an erotic webcomic, was blocked in 2009, just before a large amendment of the IT Act came into force.31 The anonymous UK-based author of the cartoon series outed himself and contacted lawyers in India to defend his creation, but due to pressure from his embarrassed family, he dropped the matter.

In the 2008 amendment to the IT Act (which were brought into effect in October 2009), a new provision — section 69A — was added which granted the government powers to block websites if it “is satisfied that it is necessary or expedient so to do in the interest of sovereignty and integrity of India, defence of India, security of the State, friendly relations with foreign States or public order or for preventing incitement to the commission of any cognizable offence relating to above”.




Transparency around Website Blocking

In 2011, I submitted a right to information (RTI) request about what websites had been blocked since the new law came into force. The government of India’s reply to this RTI request was groundbreaking in a way, since it was the first time the government had provided an official list of URLs that it had blocked in India.32 Even the publication of this list did not result in much mainstream media coverage. All eleven blocked URLs had been ordered to be blocked by courts — constituting direct state regulation — however the courts and the attorneys had done an amazingly shoddy job: some of the URLs were for Google search results rather than the web pages themselves, the whole of the Indymedia portals for San Francisco and Arizona instead of just the pages the High Court found to be defamatory, and similarly all of Webs.com was blocked instead of a specific URL. The rationale for most of these was not clear even after circumventing the blocks and visiting those pages which continued to exist.

Later, in May 2012, the Internet collective Anonymous released a list of URLs blocked by Reliance Communications.33 Since none of the blocks that CERT-In has ordered has been published by them, whether in the Gazette of India or on their website, this was the first time that a list of all websites blocked in India — and not just under the IT Act, since 2008 — was available in the public domain. Going through the list the same evening they were released, I found, as alleged by Anonymous, that there were more than a dozen links — mostly alluding to the involvement of a senior Reliance official, who was then in prison, in a telecommunications spectrum corruption scandal — that were blocked if one used a Reliance Communications connection but not on other ISPs.34 However, by the next morning those links were working on Reliance networks too. This leak, even though it was reported on a prominent independent political blog, as also a blog run by a mainstream news magazine, did not get much traction in the wider mainstream media.

Apart from detailing private censorship, that leak also made it clear that BuyDomains, Fabulous Domains and Sedo.co.uk — domain name marketplaces — were being blocked on orders of the Indian government. What is less clear is whether the government had any legal authority to do so.35

By far the largest category of blocked websites is entertainment and files-sharing websites. One set of those (104 domains) were blocked by an interim order of the Calcutta High Court.36 The rest of them, however, were blocked by private requests by entertainment companies subsequent to generic “John Doe” orders from courts. There is a strong case to be made that this private extension of John Doe orders is unlawful and far beyond the scope of the orders themselves.37 Further, even if one were to argue that they were lawful, there are numerous clear examples of indefensible overreach — where sites that are clearly not engaging in copyright infringement of music or films have been blocked.38 Thus, it is plain to see that perfectly lawful and non-infringing websites are being censored in the guise of copyright infringement.

Importantly, these private blocks defeat currently-available means of transparency. Thanks to the Right to Information Act, 2005, the list of blocked websites under section 69A is available to the public upon request, even if the IT Act does not require proactive publication of the list, as it should. This provides the opportunity for a constant vigil against direct state-ordered censorship, even if through less-than-ideal means. However, a right to information request would not cover the sites that were blocked through private requests by entertainment companies. For access to those, we had to count on leaks to the press and civil society organizations by industry insiders and unauthorized access to ISP servers.

So far in this brief history, I’ve covered mostly direct state censorship, and one instance of state-allowed private censorship undertaken by some entertainment companies. In the next section, I will deal with the regulations made under the intermediary liability law in India, and focus on how those regulations greatly expand the scope of state-enabled private censorship, and undermine the possibility of challenging censorship.



Indirect Censorship: Intermediary Liability

In India, section 79 of the IT Act is the provision that provides Internet intermediaries39 protection from liability for their users’ actions. Before the 2008 amendment, it covered “network service providers”, but then was expanded and re-drafted quite extensively,40 with the jailing of Avnish Bajaj, the CEO of Bazee.com, — for one of its users offering an illegally-obtained pornographic CD for sale — being a major impetus for the provision’s amendment.

On February 7th 2011, the Department of Information Technology under the Ministry of Communications and Information Technology published draft regulations under section 70 on its website (initially titled “Information Technology (Due Diligence Observed by Intermediaries Guidelines) Rules, 2011” and “Information Technology (Guidelines for Cyber Cafe) Rules, 2011”) in exercise of the powers conferred by section 87(2)(zg), IT Act, read with section 79(2). Comments were invited from the public till February 25, 2011.

The Centre for Internet and Society submitted comments noting, inter alia, that the proposed rules were ultra vires the parent statute, and that some of the provisions of the draft Intermediaries Guidelines rules were plainly unconstitutional since they enabled the government to require Internet intermediaries to remove content on grounds that were far beyond those contained in Article 19(2) of the Constitution of India,41 while the draft Cyber Cafe rules greatly encroached upon the right to privacy.42 At that point, the draft of the Intermediaries Guidelines rules allowed only an “authority mandated under the law for the time being in force” to complain to intermediaries and require them to “remove access” to the offending material.

The government not only ignored the problems that were highlighted by civil society organizations, but introduced far greater ones. The final version of the Information Technology (Intermediary Guidelines) Rules (hereinafter ‘Intermediary Guidelines’), which have been in effect since April 2011, give not only an “authority mandated under the law”, but all “affected persons”43 great powers to censor the Internet!


Policy Sting Operation

Since there is no reporting mechanism contained in the Intermediary Guidelines, there is no means of gathering information about the usage of the rules: no one, not even the government, knows how often the rules are being used, and what content is being removed. Given that, we at the Centre for Internet and Society decided to test the censorship powers of the new rules through a ‘policy sting operation’, by sending frivolous and plainly defective complaints to a number of intermediaries.44  Six out of seven intermediaries removed content, including search results listings, on the basis of the most ridiculous complaints. The people whose content was removed were not told — none wrote to us asking why we objected to their content — nor was the general public informed that the content was removed. If we hadn't kept track, it would be as though that content never existed.45 Yet, not only was what the Internet companies did legal under the Intermediary Guideline Rules, but if they had not, they would have lost the protection from being punished for the content put up by their users.46



Fundamental Problems with the Intermediary Guidelines

There are many problems with the Intermediary Guidelines, but the fundamental issues are discussed below.47

First, it shifts the burden for exemption from liability on to intermediaries. Until the Intermediary Guidelines were brought into force, an intermediary who fell within the ambit of section 79(2) of the IT Act did not have to engage in a positive act to be able to claim exemption from liability for the words and deeds of their users. However, the Intermediary Guidelines require that intermediaries publish the terms of service contained in Rule 3(2) of the Guidelines, appointing a Grievance Redressal Officer as under Rule 3(11), follow reasonable security practices as required by Rule 3(8), report “cyber security incidents” to CERT-In, and perform other such acts to be able to claim the exemption from liability. This might mean that non-Indian intermediaries who fail to publish new terms of service in accordance with the Intermediary Guidelines would automatically fall afoul of the law and could be held liable for their users’ actions in Indian courts.

Second, it seems to pin liability on intermediaries for failing to perform acts unrelated to liability. Many of the requirements of the Intermediary Guidelines have nothing to do with the speech or conduct that may give rise to liability. The question then arises if failure to perform them could result in exemption from liability being denied. For instance, if a web hosting company failed to follow reasonable security practices or failed to report a particular ‘cyber security incident’, could that result in it being liable for all the defamatory content on its servers?

Third, it denies users any chance to defend their speech. The Intermediary Guidelines require that intermediaries that receive a complaint, “shall act within thirty six hours and where applicable, work with user or owner of such information to disable such information that is in contravention of sub-rule (2)”. It leaves it unclear what “where applicable” means in this case. It doesn’t seem to categorically state that the complainees need to be informed about complaints that the intermediary receives, nor does it categorically state that the complainee should be provided a chance to defend against the complaint. As noted above, during our policy sting operation, we did not receive a single complaint from any of the parties that might have been affected by our complaints. It seems as though none of the intermediaries ever informed those who would be affected about our complaints. The Supreme Court of India has held, “[i]n considering the reasonableness of laws imposing restrictions on fundamental right, both the substantive and procedural aspects of the impugned law should be examined from the point of view of reasonableness and the test of reasonableness, wherever prescribed, should be applied to each individual statute impugned”.48 Given this, there is a strong argument to be made that a system for removal of content which does not embed core principles of natural justice such as the audi alteram partem doctrine, would fail the reasonable test of Article 19(2).49

Fourth, the Intermediary Guidelines greatly expand the grounds under which content can be deemed unlawful. The prior means of blocking a website required a person to approach a statutory authority under section 69A of the IT Act citing one of six grounds, mostly to do with national security. But with the Intermediary Guidelines, there are thirty-two distinct grounds, a great many of which are not constitutionally justifiable. For instance, disparaging speech — as long as it isn't defamatory — is not unlawful in India; however the Intermediary Guidelines list that as a category of prohibited speech. Advertisements promoting gambling are not unlawful in India — indeed, various state governments regularly take out print advertisements and put up billboards about their lottery schemes — but now all Internet intermediaries are required to remove content that are about gambling, even if it doesn’t promote it.

Fifth, the Intermediary Guidelines make the intermediaries the judge of whether any particular content is in compliance with the law or not, rather than a judicial, or even quasi-judicial, body. This relegates speech regulation to private actors. While speech regulation by private actors isn’t in itself harmful (just as speech regulation by the state by itself isn’t), private actors are generally subject to far less accountability than the state.

Sixth, the law promotes a complete lack of transparency and accountability. No public notice is required to be provided that content has been removed, nor is there any reporting mechanism provided for the government to gather information about requests from intermediaries. So even the government does not know how many requests have been made after these Guidelines have come into effect, nor what content has been removed subsequent to those requests. This means that even the RTI Act, which has proven a powerful transparency tool to pry open the government, cannot be used. It also means that even the government doesn’t have the information necessary to judge the law’s successes and failings. In essence, this allows for invisible censorship.50

In the Centre for Internet and Society’s proposed alternative to the government’s Intermediary Guidelines, we suggest that the government run an open and central takedown request monitoring system similar to the Chilling Effects Clearinghouse,51 to which all those who receive notices — under the notice-and-notice provisions we’ve advanced — would be required to contribute.52

Seventh, the differentiations between categories of intermediaries is removed. A one-size-fits-all system is followed where an e-mail provider is equated with an online newspaper, which is equated with a video upload site, which is equated with a search engine: they all have to include Rule 3(2) of the Intermediary Guidelines and its thirty-two speech restrictions in their terms of service, and they will all lose exemption from liability if they fail to comply. This is like equating the post office and a book publisher as being equivalent in terms of liability for, say, defamatory speech. This is violative of Article 14 of the Constitution, which requires that unequals not be treated equally by the law.53

Eighth, the Intermediary Guidelines don’t require a proportionality test. A DNS provider is an intermediary who can be asked to ’disable access' to a website on the basis of a single page, even though the rest of the site has nothing objectionable. Given the way the DNS system works, it is not possible for a DNS provider to selectively prohibit access to a single page. However, there is nothing in the law that would prevent such an abuse, or require the hosting provider to be contacted instead of the DNS provider in such a case.

Ninth, the Intermediary Guidelines seem to be based on a presumption of illegality of content where any allegation of unlawful content is sufficient to constitute “actual knowledge” of the content’s unlawfulness.54 In a case on defamation, the Delhi High Court held, “Rule 3(4) of the said rule provides obligation of an intermediary to remove such defamatory content within 36 hours from receipt of actual knowledge.”55 In that case the complaint to the website (Hubpages.com) contained allegations of defamation, but those allegations were held to be sufficient to constitute “actual knowledge” on the part of the website of defamation. If the Court’s interpretation is correct, the Guidelines are based on the presumption that all complaints (and resultant mandatory taking down of the content) are correct, and that the incorrectness of the takedowns can be disputed in court if the complainee ever discovers that her content has been removed/blocked, etc.56 While this was at one point the interpretation of the Department of Electronics and Information Technology, it no longer is.57

Tenth, the Intermediary Guidelines are atemporal, assuming that any content removal / block has to last forever. On the other hand, many blocks, such as those relating to copyright infringement of a sporting event, are temporal in nature. Material removed or blocked due to a temporal event end up becoming permanent.

Eleventh, governmental diktat cannot just mirror industry “best practices” without any regard to constitutional validity. The Indian government has justified the Intermediary Guidelines as, “best practices followed internationally by well-known mega corporations operating on the Internet.”58 However, that ignores the fact that speech restrictions that may be imposed by “well-known mega corporations” aren’t restricted by the Indian Constitution in the same manner as it restricts the actions of the government. Further, it ignores the fact that different corporations choose to have widely differing terms of service. Even different services provided by a single corporation may have different policies on what is acceptable on that platform.59 The Intermediary Guidelines homogenizes those terms of service and makes it mandatory upon all intermediaries to include the government-prescribed terms, regardless of the services they provide and regardless of what the intermediaries consider as acceptable speech.

Twelfth, the Intermediary Guidelines do not bar governmental actors from using it to send takedown requests. Previously governmental actors would have to comply with the requirments of section 69A of the IT Act, or approach the courts — which seemingly are bound by no limits in terms of ordering the blocking of websites. Now, if they so choose, governmental actors can choose to go for the notice-and-takedown route which provides them far greater leeway — including the ability to block content it would be unconstitutional for the government to directly block under section 69A — while also providing statutory sanctions against intermediaries who fail to comply. This means that the government can get far more material removed without turning up in transparency reports of the kind that Google, Twitter, Yahoo, Facebook, and others issue.

And lastly, there are no penalties for filing frivolous complaints of the sort that we at the Centre for Internet and Society filed, nor for filing malicious complaints. This creates a perverse incentive structure that privileges complainants over complainees — who aren’t even required to be told about the complaints, and are not required to be afforded a chance to defend themselves.

In 1984, the then-Prime Minister of India, Indira Gandhi, was forced to sue Salman Rushdie for defamation in a London court in order to ensure one sentence was expurgated from his novel Midnight’s Children. Today Gandhi wouldn’t need to win a lawsuit against publishers. She would merely have to send a complaint to websites selling the book and it would be removed from sale unless the website wants to waive its exemption from liability.

What is astounding is not that such badly drafted subordinate legislation could be put forward by the government; it is that it could be passed despite cogent and trenchant criticism being provided as part of the public consultation process, as well as those criticisms being aired prominently in newspaper op-eds and editorials.




Conclusion

While the concerns with the Intermediary Guidelines were covered by the press, they mostly ignored the nuances involved in it — such as the fact that it did not require the complainee to be told, that it could lead to undetectable and invisible censorship, and other such procedural matters.60 By contrast, the publicity provided to instances of direct state censorship has been far greater. The four instances where the press provided the most coverage for Internet censorship over the past few years were instances of direct state censorship, state-directed private censorship, and state-enabled private censorship.

Example 1: In December 2011, the Minister for Communications and Information Technology told Indiatimes, Google, Yahoo, Facebook, and Microsoft, in closed-door meetings that they should come up with a code of self-regulation using which they should pre-screen certain kinds of objectionable content, noting that the government would come up with a ‘self-regulation’ code for them if they didn’t do so on their own.61 This was leaked to the New York Times, and that led to constant coverage that month.62

Example 2: In December 2011, a journalist named Vinay Rai filed a criminal complaint against Google, Yahoo, Microsoft, and a number of other companies for hosting content that “promoted enmity between communities”, as well as for hosting obscene content,63 while former journalist named Aijaz Ashraf Qasmi filed a civil lawsuit against them. These two court cases, following soon on the heels of the government’s attempts to muzzle those companies, allegedly for similar kinds of content, led to a great deal of mainstream media coverage.64

Example 3: In the aftermath of the violence that erupted in southern Assam in July and August 2012,65 and a rumour-fuelled panic that spread in Bangalore and elsewhere as to the physical safety of residents from the north-east of India,66 the government of India placed curbs on SMSes, and over a period of four days ordered 309 specific items (those being URLs, Twitter accounts, HTML tags,67 blog posts, blogs, and a handful of websites) to be blocked.68 This was the first time that such a large number of websites and web pages were ordered to be blocked by the government, and this led to plenty of mainstream news media coverage.

Example 4: In September 2012, a little-known cartoonist named Aseem Trivedi was charged under multiple statutes, including under section 66A of the IT Act, and arrested, followed two months later by the arrest of two girls from Mumbai for posting and ‘liking’ a comment on Facebook about the city-wide bandh (general strike) observed in Mumbai after the politician Bal Thackeray’s death.69 These outrageous arrests in September and November 2012 led to widespread condemnation of section 66A of the IT Act, which penalizes the sending of offensive messages through communication services.70

Instances of state-directed censorship, like those mentioned above, which can be observed much more easily, and conform to more traditional ideas of what constitutes censorship, get a fair amount of media coverage than state-enabled private censorship through the Intermediary Guidelines or through copyright infringement claims by entertainment companies, though in actuality the latter might be far more widespread than the former and affect much greater amounts of speech, and may affect far greater range of speech.

While private actors have always been involved in speech regulation, the centrality of the role that they now occupy is something new, but is also inevitable. Those who believe that all speech regulation must be done by the state, following due process, are trying to prop up the procedural standards of a bygone world. Instead of harking back to the procedures that exist for censorship of books, and demanding that they be followed in all cases of online content, we must find new ways of countering the complete lack of transparency and accountability of private actors. We must find a way to appropriately extend the civil and political rights we enjoy against the state — which were writ when the state was the predominant actor in the silencing of speech — to act as guarantees against certain kinds of private action as well. And central to that endeavour would be the shining of light and removing the cloak of invisibility under which most forms of private censorship, whether conducted at the behest of governments, subsequent to enabling laws, or otherwise, occur. Not doing so immediately will undoubtedly make it more difficult to counter this brave new world of invisible censorship that we are transitioning into.
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